Лекция 14. Инженерия распознавания: pipeline, воспроизводимость, отчётность
1) Зачем нужна “инженерия” в распознавании
Даже хорошая модель может быть бесполезной, если:
· результаты нельзя воспроизвести,
· данные/коды не версионируются,
· метрики считаются по-разному,
· нет отчётности и контроля качества,
· модель “ломается” в проде без мониторинга.
Инженерия распознавания — это дисциплина, которая превращает ML-эксперимент в надёжный процесс.

2) Типовой pipeline распознавания (end-to-end)
2.1 Данные
1. сбор/импорт данных
2. проверка качества (пропуски, выбросы, дубликаты)
3. разметка и контроль разметки
4. разбиение train/val/test (в т.ч. по времени)
5. хранение датасета и версии
2.2 Признаки
6. предобработка (фильтры, нормализация)
7. извлечение признаков / feature store
8. отбор/снижение размерности (если нужно)
2.3 Модель
9. выбор модели и baseline
10. обучение (CV, поиск гиперпараметров)
11. калибровка вероятностей (при необходимости)
12. выбор порога (cost-sensitive)
2.4 Оценка и эксплуатация
13. метрики (ROC/PR, F1, calibration)
14. анализ ошибок
15. упаковка модели (model artifact)
16. мониторинг дрейфа и качества
17. обновление (retrain policy)

3) Воспроизводимость (reproducibility): что обязательно
3.1 Фиксация случайности
· rng(seed) в MATLAB
· одинаковые разбиения (cvpartition с seed)
· контроль случайной инициализации моделей (если возможно)
3.2 Версии и зависимости
· версия MATLAB + toolboxes
· версия кода (Git)
· версия данных (hash, дата выгрузки)
· параметры эксперимента (конфиг)
3.3 Запуск “одной кнопкой”
· один главный скрипт run_experiment.m
· конфиг-файл (например struct/JSON)
· папка артефактов: results/exp_YYYYMMDD_HHMM/

4) Стандартизация экспериментов: структура проекта
Рекомендуемая структура:
· data/raw/ — исходные данные (только чтение)
· data/processed/ — подготовленные данные
· src/ — функции: preprocessing, features, models, metrics
· configs/ — параметры экспериментов
· results/ — отчёты, графики, модели
· reports/ — PDF/Word/HTML отчёт

5) Контроль утечки данных (data leakage)
Частые ошибки:
· нормализация по всему датасету (включая test),
· PCA/отбор признаков на всех данных,
· подбор порога на test,
· использование будущих значений во временных рядах.
Правило:
всё обучается/настраивается только на train/val, test — только финальная проверка.

6) Отчётность: что должно быть в отчёте
Минимальный отчёт (1–3 страницы):
1. цель и постановка задачи
2. описание данных (размер, классы, дисбаланс)
3. pipeline обработки
4. модели и гиперпараметры
5. метрики (таблица) + графики ROC/PR
6. confusion matrix
7. анализ ошибок (FP/FN примеры)
8. вывод и рекомендации
Для инженерного/производственного отчёта добавляют:
· требования (скорость, память, задержка),
· устойчивость к дрейфу,
· мониторинг и план обновления.

7) Метрики: договориться “один раз”
Для дисциплины важно единообразие:
· бинарная/многоклассовая схема метрик,
· основные метрики: Accuracy + F1 (или PR/AP при дисбалансе),
· ROC/PR графики,
· калибровка (reliability diagram, Brier),
· доверительные интервалы (bootstrap), если нужно.

8) Анализ ошибок как инженерный инструмент
Не просто “у нас F1=0.86”, а:
· какие ошибки доминируют (FN или FP),
· какие группы объектов чаще ошибочны,
· какие признаки/условия вызывают ошибки (сдвиг, шум, сезонность),
· что менять: признаки, порог, данные, баланс, модель.

9) Документирование модели (Model Card)
Короткий паспорт модели:
· назначение и ограничения,
· данные обучения (версия),
· метрики и пороги,
· риски и “когда не использовать”,
· мониторинг и триггеры переобучения.

10) Мониторинг в эксплуатации
Что мониторить:
· качество данных (пропуски, PSI, KS),
· распределение прогнозов (уверенность),
· дрейф признаков,
· если есть разметка — качество во времени.

